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ABSTRACT
PURPOSE

The primary intent ol machine leaming is to employ algorithms and data to mimic human
learning potential, hence steadily reducing its learning curve and adopling accuracy.
Moreover, it 1s no longer an abstract form or methodology - but a driving technology that
powers applications and industries in the real world, Examples include image and speech
recognition, traffic prediction. virtual personal assisiance, customer service, seli-driving cars,
stock market trading, and the phammaceuticals mdustty. Under machine leaming, a
multiplicity of algorithms are embedded to solve problems. However, these algorithms are
designed to operate manually, hence opening up the thought of whether such algorithms can
be learned. The highlights will affirm a briel background of vanious optinization technigues
utilized along withtheir applications and challenges.

APPROACH

The research was conducted based on secondary data available for evaluating optimization

techniques and their founding principles,
Keywords

Optimization techniques, Machine Leaming. Machine Leaming algorithms, Classification of
differentiable and non-differentiable objective functions
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1. INTRODUCTION

Over a few decades, there has been an exponential rise in processing power and storage
capacities leading to the revolution in Big Data to cultivate and analyze real-time information
and make qualitative decisions. With such technological advances, revolutionary products
adopted machine learning as a means (o predict the accurate possibility of a fulure action
based on past event data [1]. Currently, optimuzation is embedded onto ML and leverages 11
to resuli close to, if not. exact predictions using computing platforms. Companies such as
Salesforce, IBM, Google, Intel, and even Twitter have benefitted from integrating machine
learning techniques into their business models to grow their user base and potentially
understand what the consumers want and predict their next queries or actions. These
techniques have paved the way to solve complex business and even sociefal problems to a
cerfainextent which are seen predominantlv over the past decade - effectively implemented in
both first-world and third-world countries. However, to achieve explicit aceuracy and avoid
small errors in dynamic real-time situations, optimization is key. The chief focus is to
highlight the optimization sphere and discussiis further potential 1o predict foreseeable and

unforeseeable (important) events,
2. OBJECTIVES

This research paper analyzes coplous data available on optimization techniques built on top
of machine learning algorithms. The objectives are:

1. To discass optimization and its pivotal role in ML algorithms.

2. To state merits and challenges faced when using optimization in ML algorithms.

3. To elucidate optimization classification.

4. To discuss optimization techniques used in ML algorithms, their mathematical

foundations, and challenges.
3. DEFINITION

A simple yvet common engineering design optimization process 18 shown in the figure below.
The designer's tlask iz to siale a problem specification thal provides data such as the:
constraints, constants, objectives, and parameters that are to be accomplished. The designer is
responsible for constructing the problem and quantifying the advantages of prospective
designs. Once the designer creatss an initial design, it should point towards the optimization
algorithm [2].
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Fig. 1: The design improvement process. Area in blue denotes potential automation in the

optimization process.

Furthermore, it can be defined as the process of calibrating hyperparameters in order to
reduce the cost function by using any of the optimization techniques available. It is essential
to scale down the cost function since it expounds the deviation between the estimated
parameters, the true value and what the model has predicted. Ultimately, these ‘optimizers’
change neural network attributes to minimize potential losses, The goal is to find the global
minima of a function, but if minima eccur, then the gradient of the function is zero, However,
a zero-gradient does not imply optimality.

To move further, it is vital to grasp the subtle differences between parameters and

hyperparameters of a model:

s IHyperparameters are set up before a mode] gets trained. They vary from learning rate,

number ofclusters, weights, and more. Overall, they describe the model's framework.

» Parameters, on the other hand, are produced during training, They are not obtainable
beforehand. Examples can include biases and weights for neural networks. The data is

restricted internally to the ML models and 1s aliered based on the inputs provided.

Bevi modes
BT

Fig. 2: Hyperparameters in training model

To adjust the model, hyperparameter optimization is utilized. Reduction of errors with a

highly accurate model is present if the nonpareil combination of values is found. After each
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3.5.1 Stochastic methods
Background

Randomization is key to strategically aid in exploring the search space for an optimum when
using stochastic methods. Using randomness assists in escaping local optima and enhances
the probability of finding a global optima. To ensure repeatability, these methods use pseudo-
random number generators. However, do note that such generators produce random numbers

based on a determunistic process.

Facing a substantial amount of randomness is usually ineffective since it prevents prior
evaluation points to assist in leading the search efficiently. The methods under this category

are capable of controlling thedegree of randomness in search [29].
Technigues used Simulated Annealing

Metallurgy is the comerstone inspiration for this method. Annealing can be described as a

process when

a material is heated and then cooled hence making it easy to work with. When turmed hot. the
atoms in the material are flexible to move around with random inotion leading 1o better
position settlement. An unhurried cooling action transforms the material info an ordered,
crystalline state. On the other hand, aquick instant quenching resulis in defects due to the

material being forced to adjust in its contemporary condition.

Temperature is the quantity that controls the stochaslicity degree during a randomized search.
Tao ¢lucidate, the temperature begins high, and allows the process to move around freely the

search space

with the aim thatl in this phase, 1t will identily an optimal region with the ideal local minima

[30].

/i@
4
Z

Fig. 25: Mesh adaptive direct search starting from left to right, top to bottom.
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The method terminates when the temperature declines low enough such that the improvement
is out of the picture. Termination happens when the latest function value is not far from ¢ from

prior ng iterations and the optimal function value is gained over the execution journey.
Cross-entropy method

The method, known as the proposal distribution, stands separately from other methods
discussed so far since it regulates an explicit probability distribution over the search space.
The method is based on the process of minimizing cross-entropy by fitting the distribution
and 18 also known as the Kullback—Leibler divergence. Using certain conditions, reducing the
cross-entropy leads to searching for the maximuom chance of the distribution parameters. In
addition, it offers new samples for the following iteration(s). With each iteration, the sample
is provided [rom each proposal distribution which then is updated to it a collection of ideal

samples. The objective of convergence is for proposal distribution to focus on global

Sl Nl

Fig. 26: The cross-entropy method with m = 40 expenminted to the Branin function (2-

optimum value [31].

dimensional function) implementing a bivanate Gaussian proposal distribution. The 10
supreme samples for each iteration are highlighted in red.

Natural Evolution Strategies

Similar to the cross-entropy method, these techniques adjust a B-parameter proposal
distribution. It is important to detail the proposal distribution and the sample quantity. Rather
than fitting optimized samples, these strategies integrate gradient descent [32]. The gradient
can be approximated from the samples through the equation:
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Fig. 27: The gradient approximation formulae
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3.5.2 Population Algorithms
Background

Previous sections discussed so far have a single design point that is shifted incrementally en
route for a minimum, Population methods consist of optimization via “individuals’ - group of
design points, When a substantial number of individuals are distributed throughout the seaich

space, it allows the algorithm to prevent being stuck at a local minimum.

Data af spread out points in the search space can be allocated between individuals to optimize
the objective function globally. A majority of these methods are stochastic in nature, and it is
usually simple toembed parallel computations [33]. It starts off with inttialization wherein the
methods are introduced with an initial population - similar to how descent methods expect an
imtial design point. The initial population must propagate to maximize the changes for
samples to be near the best regions.

Techniques used Genetic algorithms

The methods obtain inspiration from biological evolution, where deemed-fit individuals are
probable to spread their genes to the next generation. [n fact, an individual’s fitness level for
reproduction is inversely proportional to the value of the objective function at a specified
point.

The design point connected to an individual is addressed as a chromosome, Every single
generation of ftler individuals® chromosomes are passed (o the subsequent generation after

undertaking the crossover, genetic operations, and mutations [34].
Chromosomes

Thete are multiple ways to represent chromosomes, The easiest method i3 to integrate a

binary string chromosome - a representation that is alike to how DNA 13 encoded.

TSNNSO ENORSNARR AR ERENAADAS S RESAREN

Fig. 28: A chromosome representaiion using a binary string.

Binary strings are commonly used since they allow expressing crossover at ease along with
mutation. Still, the decoding process of a binary string and generating a design point 18 not
guaranteed to be smooth. Oflentimes, the binary string may not associate a valid point in the
search space. It is natural to showcase a chromosome using a list of real values. These

chromosome values are vectors RY that are directly proportional to points in the search space.
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Initialization

The algorithms begin with a randomized initial population. Binary string chromosomes are
usually triggered using random bit strings.

Selection

Selection is the process of picking chromosomes to identify as parents for the upcoming
generation. A population with m chromosomes will have a selection method that generates an
m-parental pairs list for m children of the following generation. Do note that the selected
pairs may contain duplicates.

Crossover

Crossover joins the parents’ chromosomes to produce children. There are a few crossover
schemes:
' Single-point crossover

The initial portion of parent A's chromosomes generates the initial portion of the child
chromosome, and the latier part of parent B's chromosomes creates the latter part of the child

clromosome. The intersected point where the transition happens is fixed unilormly at

random.
].ﬂl'l.‘l'll..’l SRR NS FRF IS PRI DI GID ORI RRORADOO BN
Fi.mtB FEEFREERNSREENEEFESSTNERRENEREHDEREEEEEN
chikil eesédsdasssdssasdbbdddnadiadsnendddanddn
CIDGESOWOT Poant
Fig. 29: Single-point crossover
' Two-point crossover

Two crossover points are used

pten T eI I ' 'I'''"™™
Fnnll ssssrsEssraEEEEEEERRE RN R AR RSN ERARNED
chill SscssEssasasERBaRFEs BRSO aN aRNsRaaRaNE

Fig.30 : Two-point crossover

The aforementioned crossover methods are applicable for real-valued chromosomes. There

are defimition schemes to allow additional crossover regimes that interpolate between real
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values,

The real values are interpolated in a linear fashion between the matured individual values xa

and xb:

X+ (1—A)xq+ Axp

Fig. 31: Real value inferpolation between distinet values

where A is a scalay condition usually assigned o one-half.
Mutation

IT the latest chromosomes were created only via crossover, many characteristics not available
in the random initial population would never happen. and the elite-fit genes could overly
spread the population. Mutation, however, enables new trails to voluntarily form thos
allowing the genetic method to discover extra state space. Additionally, child chromosomes
go throogh mutation after crossover. Each binary-valued chromosome bit comprises a minor
probability of being reversed. For example, a chromosome with m-bits will have a mutation
rate of 1/m hence causing an average of a single mutation for each child chromosome. Real-
valued chromosomes’ mutations can be executed using bitwise [lips; nevertheless, it is usual

to include zero-mean Gaussian noise 100,
Differential Evelution

Differential evolution method tries to upgrade each individual in the population by readjusting

and combining other individuals within the sample based on a straightforward formula:

It requires a parameter of a differential weight w and a crossover probability [35]. Usually, w

18 between

04 and 1. For each x:

befoee mulabion SEESERERRREERNEREIRSERRIRRIRNERINENY
atter malakon SEARERRRRRARRRARORRIORRRDRRRRRRIRROIRII

Fig. 32: Representation of binary string before and after mutation application
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s Select three random unique individuals a, b, and ¢
o Create an interim designz=a+w- (b—c)
* [nable optimization by opting for a random dimension j €1, . . ., n] in n dimensions

*  Design the distinet candidate individual x via binary crossover

1” oy ifi= ||' or wilth Prl.'rl:labilil:.‘ B
o x, oatherwise

' Place the optimized design between x and x into the upcoming generation

Fig. 35: Demonstration of differential evolution with p=0.5 and w=0.2 applied to Ackley’s

function - a function that is used to test a method s probability of being stuck in local
minima. It consists of two maincomponents - an exponential bell curve fixed at the center of
the origin and a sinusoidal component that creates a collection of local minima which

institutes the global minimum of a fimetion.
Particle Swarm Optimization

Particle Swarm Optimization initiates momentum to obtain minima by accelerating
convergence. Each particle (individual) in the population sample maintains a track of its
present velocity, position, and the ideal position it’s viewed from so far. Momentum also
enables an individual to gather speed in a beneficial direction that is distinct from local

deviations.

Within each iteration, every individual moves towards both the ideal position it has seen and
the optimum position tound compared to any other individual thus far [36]. The accelerated
movement is weighted by a random parameter with distinct random numbers being yielded
for each acceleration. The updated equations are shown as: where Xpey is the greatest location

identified so far compared to other particles; r1 and r2 are random numbers drawn from U(0,
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1) which is a popular strategy that accepts inertia w to fester over time:; w, cl. and ¢2 are

parameters [37].

1. CONCLUSION

As machine learning is integraied into a variety of applications and industries, its learning

ability takes a steep curve; however, with introduction to optimization of such algorithms, the

methods themselves begin to learn and embed the best parameters to achieve the optimum

vilue to make decizions and solve problems.

Each of the methods share a common trait thal helps segregale and identify the best algorithm

needed for a given problem. Moreover, they do not define a one-size-fits-all solution. With

this idea, the paper analyzes:

Optimization algorithms that can be identified into those that require derivatives and

those that execute without.

Classical methods implement the first and oftentimes the second derivative of the
objective function.
Stochastic and direct search algorithms arve constructed as objective fumctions where

function derivatives are absent.

Overall review of algorithms utilized to showcase utility presence in a practical

environment
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